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WHAT IS OUR PRIMARY USE CASE?

We’re using Ceph storage to provide allocation space to instances (VMs) in an OpenStack environment.

HOW HAS IT HELPED MY ORGANIZATION?

The product spawned a new vision of storage deployment, as well as a strong interest in reusing equipment and increasing ROI.

We have some legacy servers that can be associated with this structure. With Ceph, we can rearrange these machines and reuse

our investment.

WHAT IS MOST VALUABLE?

We can reuse servers of any type and include them in the deploy of the solution. radosgw and librados provide a simple

integration with clone, snapshots, and other functions that aid in data integrity.

WHAT NEEDS IMPROVEMENT?

In the deployment step, we need to create some config files to add Ceph functions in OpenStack modules (Nova, Cinder, Glance).

It would be useful to have a tool that validates the format of the data in those files, before generating a deploy with failures.

FOR HOW LONG HAVE I USED THE SOLUTION?

One to three years.

WHAT DO I THINK ABOUT THE STABILITY OF THE SOLUTION?

No current issues. Almost all our difficulties were related to implementation. After that, everything ran well.
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WHAT DO I THINK ABOUT THE SCALABILITY OF THE SOLUTION?

Most times that I have implemented Ceph, I have used some type of deployment tool, like RDO (Red Hat Director). With these

tools, I can make the environment scale in or out without issues. An attention point is looking for a journal and disk separation on

the YAML file.

HOW IS CUSTOMER SERVICE AND TECHNICAL SUPPORT?

It is possible that you only have support if you partner with a vendor like Red Hat. However, you can find many articles in forums or

GitHub.

WHICH SOLUTIONS DID WE USE PREVIOUSLY?

We had no previous solution. My first contact with ephemeral storage is through Ceph.

HOW WAS THE INITIAL SETUP?

My first deployment was complex, connecting Ceph with all OpenStack modules, but that was  before I was testing Ceph and

doing installations manually and with hard coding.

It is not a complex implementation, but you need to look into all the structure requirements and OSDS division.

WHAT'S MY EXPERIENCE WITH PRICING, SETUP COST, AND LICENSING?

Most of time, you can get Ceph with the OpenStack solution in a subscription as a bundle.

WHICH OTHER SOLUTIONS DID I EVALUATE?

No.

WHAT OTHER ADVICE DO I HAVE?

I rate it at nine out of 10. It is a product which is constantly undergoing improvements.
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